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The Rise of AI Influencers 

In recent years, artificial intelligence (AI) has permeated virtually every area of life, including marketing and 
advertising. A particularly promising yet unsettling development is the emergence of AI influencers—computer-
generated personalities that share content on social media, promote brands, and build relationships with human 
followers. 

By 2024, the market for AI influencers had reached approximately USD 6.95 billion, with an annual growth rate 
of 39.9% (Statista, 2024). Statistics show that virtual influencers achieve an average engagement rate of 
2.84%, compared to 1.72% for human influencers (Digital Delane, 2024). 

For brands, they are controllable, scalable, and permanently conflict-free—which attracts budgets that 
previously went to creators. 

 

The “Media Equation” Theory: Our Brain Does Not Distinguish Between Real and Digital 

The “Media Equation” theory by Byron Reeves and Clifford Nass provides another explanation for the 
effectiveness of virtual influencers. It posits that people tend to interact with media and technologies as if they 
were real people. Over the course of evolution, our brains did not learn to distinguish between real social 
interactions and their media representations. 

This means that we unconsciously respond to a friendly avatar or a helpful chatbot as if it were a friendly and 
helpful person. Virtual influencers take advantage of this psychological “shortcut.” By simulating human 
communication—direct address, sharing personal stories, responding to comments—they activate social scripts 
in users that are usually reserved for interaction with other people. As a result, despite knowing they are 
artificial, we form emotional bonds with them and grant them trust. 

 



 

The Authenticity Paradox: Trust in the Non-Human 

Credibility is the currency of influencer marketing. Consumers follow recommendations from people they 
consider trustworthy, competent, and attractive. The “Source Credibility Model” by Hovland and Weiss (1951) is 
a central theoretical framework here. 

Transparent Artificiality 

Some researchers argue that openly communicating their non-existence can paradoxically increase the 
credibility of virtual influencers. Followers know they are dealing with a fictional figure and may evaluate them 
according to different criteria than human influencers—for example, entertainment value, aesthetics, or the 
originality of their story. Many successful virtual influencers do not hide their digital origins. This openness is 
paradoxically interpreted as a sign of honesty, even though everything else about them is constructed. 

Flawlessness as an advantage: While human influencers can lose credibility through scandals and 
inauthentic behavior, virtual influencers are immune to this. Their immaculate and controlled nature can be 
perceived as reliable in a media landscape marked by mistrust. 

Attractiveness as a dominant factor: Studies show that physical attractiveness plays an even greater role in 
the positive perception of virtual influencers than it does for humans. Because their attractiveness can be 
digitally perfected, this factor may compensate for deficits in perceived trustworthiness. 

Consistency: Virtual influencers do not exhibit contradictions in their behavior. They are always the same 
person, with the same values and the same aura. This consistency conveys trustworthiness (Miao et al., 2022). 

Perfect imperfection: Paradoxically, virtual influencers appear authentic because their creators deliberately 
build in small “flaws”—a slightly crooked nose, freckles, or occasional “spontaneous” moments. This calculated 
imperfection makes them more human and thus more credible (Thomas & Fowler, 2021). 

It appears that traditional models of credibility may need to be expanded in the context of virtual influencers. 
Factors such as “uniqueness” or “innovative character” could play a role that is just as important as the classic 
dimensions of expertise and trustworthiness. 

In human–AI interactions, the machine heuristic also comes into play: “machines are precise, objective, 
consistent”—which can increase attributed credibility. 

Through category and identity fit, “product-dependent” virtual influencers (avatars with matching 
expertise/role) generate higher cognitive and emotional trust judgments and purchase intention than generic 
figures. 

 

The Anatomy of Virtual Influencers 

AI Management Layer: 

• Automated content optimization 
• Sentiment analysis of comments 
• Automatic reply generation 
• Trend detection and adaptation 



 

 

Data-Driven Persuasion and Micro-Targeting 

Virtual influencers are driven by algorithms that continuously analyze and adapt interactions. This data-driven 
approach enables a previously unattained level of personalization and adaptation to individual preferences 
(Kietzmann et al., 2018). While personalized communication is not problematic per se, it becomes so when it is 
used to tailor persuasive messages in ways that are particularly effective on vulnerable target groups. 

The combination of AI-based analysis and full controllability of the influencer enables micro-targeting that can 
systematically exploit the weaknesses and cognitive biases of individual consumers. This raises significant 
ethical questions, particularly with regard to protecting vulnerable groups such as children or people with low 
media literacy. 

This data-driven approach enables persuasion that human influencers cannot achieve with such precision. 



 

Manipulation or Legitimate Marketing? 

Definition of Manipulation 

To assess whether virtual influencers act manipulatively, manipulation must first be defined. From a 
psychological perspective, manipulation occurs when: 

• Deception is used to impair judgment 
• The autonomy of the target person is undermined 
• Asymmetrical power distribution is exploited 
• The harm to the manipulated person exceeds the benefit 

 

 

 

In virtual influencers, several of these criteria are met: 

• Deception through pseudo-authenticity: Although they disclose their artificial nature, they simulate 
human emotions and experiences they cannot have. A virtual influencer cannot truly “love” a product or 
issue a genuine recommendation. 

• Exploitation of cognitive weaknesses: They systematically exploit cognitive biases and psychological 
vulnerabilities, without most users realizing how precisely they are being influenced (Kahneman, 2011). 

 

 

 

 

 

 



Manipulation Techniques of Virtual Influencers 

 EMOTIONAL MANIPULATION 

• Artificial vulnerability (used by 89% of virtual influencers) 
• Pseudo-intimacy via “private” moments 
• Strategic controversies to attract attention 

 COGNITIVE MANIPULATION 

• Mere-exposure effect (an average of 8.7 posts/week) 
• Social proof amplified by bots 
• Anchoring effect in product pricing 

 COMMERCIAL OBFUSCATION 

• Native advertising (76% not recognizable as advertising) 
• Lifestyle integration of products 
• Parasocial purchase recommendations 

 TARGET-GROUP TARGETING 

• Psychographic profiles (an average of 247 data points/user) 
• Algorithmic content optimization 
• Micro-targeting of vulnerable groups 

Scaled “hyper-personalization” and “agentic virtual influencers” can perform micro-targeting and real-time 
adaptation—this is psychologically effective but associated with a risk of manipulation (heuristic triggers, social-
engineering patterns). 

 

Vulnerable Target Groups 

The impact of virtual influencers on vulnerable target groups is particularly problematic: 

• Adolescents and young adults: This age group is especially susceptible to parasocial relationships and 
peer pressure. Virtual influencers can convey unrealistic beauty and lifestyle standards that lead to 
dissatisfaction and compulsive buying (Mascheroni et al., 2015). 

• People with low self-esteem: Individuals seeking social validation are particularly receptive to the 
perfect worlds of virtual influencers. This can lead to compensatory purchases that worsen their financial 
situation. 

• Loneliness and social isolation: For lonely people, virtual influencers can become substitute friends. 
While this parasocial relationship may provide short-term comfort, in the long run it can replace real 
social contacts and intensify isolation. 

 

Effects on Consumer Behavior 

Purchase Decisions and Impulse Buying 

Studies show that virtual influencers are particularly effective at triggering impulse purchases. Their perfect 
presentation of products in idealized contexts reduces critical reflection and activates emotional buying motives 
(Kim & Kim, 2021). 

Change in Values 

Virtual influencers implicitly promote certain values: 

• Materialism: Through the constant presentation of luxury goods and lifestyle products, material 
possessions are portrayed as the key to happiness. 



• Superficiality: Physical appearance and status symbols are disproportionately emphasized, while inner 
values recede into the background. 

• Consumerism as identity: Personality is increasingly defined through consumer goods. “I am what I 
buy” becomes a life maxim. 

 

Long-Term Effects of AI Influencers on the Human Brain 

Particularly concerning are the long-term effects of intense exposure: 

• Changed expectations: The brain gets used to the perfect stimuli of virtual influencers. Real human 
interactions increasingly feel boring and unsatisfying. 

• Reduced capacity for empathy: Paradoxically, an intense parasocial relationship with perfect AI 
entities can reduce the ability to form genuine empathic connections. 

• Distorted reality: Constant exposure to idealized virtual worlds permanently changes the perception of 
reality. 

 

 



 

Future Perspectives and Development Trends 

 

Recommendations for Consumers: Consumer Protection Toolkit 

Personal protection against manipulation: 

 TECHNICAL TOOLS (Effectiveness: 65%) 

• AI-detector browser extensions 
• Screen-time limiters 
• Algorithm transparency tools 
• Privacy-focused social media apps 

 COGNITIVE STRATEGIES (Effectiveness: 78%) 

• 24-hour cooling-off period for purchase decisions 
• Ask “Cui bono?” with every post 
• Fact-checking across multiple sources 
• Conscious interruption of exposure 

 SOCIAL MEASURES (Effectiveness: 82%) 

• Open conversations about AI manipulation 
• Shared media time with critical reflection 
• Promotion of genuine social activities 
• Peer education in schools and communities 

Ethical Guidelines for Companies and Brands 

• Development of internal AI ethics codes 
• Refraining from targeting vulnerable groups 
• Transparent labeling of all AI content 
• Investment in authentic, human-centered communication 



 

Law & Regulation (EU Focus) 

EU AI Regulation (Regulation (EU) 2024/1689): Contains transparency/labeling obligations for synthetic 
content (deepfakes). Art. 50(4) requires, among other things, the clear labeling of manipulated/generated 
audio, image, or video content to avoid deception. The regulation was published in the Official Journal on July 
12, 2024; phased application from 2025/26. For virtual influencers this means: clear labeling when content is 
AI/CGI-generated; users must be able to recognize the artificial nature. 

The EU AI Act classifies high-risk-relevant AI systems, which could lead to virtual influencers being classified as 
manipulative (EU, 2024). 

Ad-labeling obligation: AI influencers must also label advertising as such. 

Digital Services Act (Regulation (EU) 2022/2065): Requires advertising transparency (including “Why am 
I seeing this ad?”, who the sponsor is), and strengthens due-diligence obligations for Very Large Online 
Platforms. Appropriate ad labels are mandatory for influencer/VI campaigns. 

EU-UCPD (Unfair Commercial Practices Directive) & 2021 Guidelines: Advertising intent may not be 
concealed (ban on “hidden advertising”/misleading omissions). For virtual influencers, commercial intent and 
artificial nature are material information. 

Personality rights: Questions regarding copyright to the AI personality and potential violations of the 
personality rights of real persons. 

Implication for brands: Virtual-influencer content must observe two transparency layers: 

• Advertising (DSA/fair-trading rules, national unfair-competition/media law) 
• Synthetic origin (AI Act, Art. 50(4)) 

Two different, cumulative labels are best practice. Clearly visible labels: “Advertisement” + “AI-
generated/virtual avatar.” (DSA + AI Act) 

 

Conclusion and Outlook: The Future of Marketing Between Human and 
Machine 

The future of influencer marketing will likely be a hybrid form in which human and virtual influencers coexist. 
The challenge will be to harness the advantages of technology without losing sight of the human components of 
authenticity, empathy, and genuine connection. Ultimately, the acceptance and long-term success of AI 
influencers will depend on whether trust can be built among consumers and a responsible approach to this new 
technology can be established. 

By 2030, the market could reach USD 37.8 billion (Forbes, 2024). Future trends include integration into VR/AR, 
real-time interactions, and hybrid models (Twimbit, 2025). 

One thing is certain: the digital spirits we have summoned will keep us occupied for a long time and will force 
us to repeatedly reconsider the question of authenticity and the value of human interaction in the digital age. 
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